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Presentation Scope

• What information does a system manager of a mission-
critical VMScluster need to manage efficiently the entire
VMS environment? 

• Where can this information be found?
• How can all the available information be centralised, 

processed, and presented in an uniform way?
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The entire VMS environment

• System
• Console
• Storage
• Network

• Performance
• Security
• Batch jobs
• Applications
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Building a cockpit

• The cockpit is a dedicated VMS system which:
– Monitors the entire VMS production environment.
– Centralizes all events, and takes care of notification.
– Is the platform on which many system management tasks are 

performed.

• Cockpit goals:
– Pro-active management: ‘Beat the phone call !’
– Automate operations, reduce the operations cost. 
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CockpitMgr for OpenVMS

• A product and service offering that helps you in building 
a cockpit system.

• Provides VMS system managers a fully integrated, 
VMS-based event management tool.

• History of 12 years.
• Entirely developed on customer needs.
• Bundles the experience of many VMS system managers 

into one product.
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CockpitMgr Event Notification System 
(ENS)

• The cockpit kernel: monitoring modules feed event 
messages into the ENS.

• ENS processes the event messages: correlation, 
translation, notification, forwarding...

• Rule based, easy to customise.
• Easy to integrate new monitoring modules:

– DCL command to feed-in messages
– API

• Integration modules for other products available
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CockpitMgr Event Console

• Motif-based event console that connects to the ENS.
• Displays all or selected events currently present in the 

ENS.
• Allows somebody to take ownership on events
• Allows somebody to delete events from the ENS
• Customisable push buttons are available to select quickly 

specific classes of events. 
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Console Management

• CockpitMgr provides complete console management:
– Connect to remote system console
– Log console output for further reference
– Scan for specific text strings

• Many up-to-date scan profiles included
• CockpitMgr provides tools & tricks to reduce the 

amount of the systems console output
• Extra support provided for MARVEL systems (NAT box 

in stead of terminal server)
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OPCOM Catcher

• Partial replacement for console management if console 
line can not be plugged into a terminal server

• The OPCOM catcher sends all OPCOM messages via 
DECnet or TCP/IP to the cockpit

• The cockpit scans for important event messages
• Is not a replacement for managing the high-end 

VMSclusters.
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CockpitMgr System Monitor

• A system monitor running on the cockpit communicates with 
the agent running on the VMS production system. 

• Configuration is entirely made on the cockpit.
• Cluster concept fully present.
• Monitoring of each item (node, process, disk…) can be 

restricted to certain periods of time.
• Fast configuration utility available.
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CockpitMgr System Monitor 
OpenVMS system reachability

• Connection is made at regular time intervals.
• Connection is only accepted if a proxy has been defined 

(security!).
• Implemented with non-transparent DECnet task-to-task 

programming and TCP/IP socket programming.
• Monitoring can be restricted to certain periods.
• Each time connection is made, we check if there are any 

changes in the error count on devices, busses, 
controllers, CPU and memory.
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CockpitMgr System Monitor
Process existence

• Does a process exist on one system or cluster-wide?
• Wildcards allowed in the process name.
• If wildcards are given, the minimum number of 

occurrences can be specified.
• Specification of a UIC is optional.
• Possibility to repair immediately the missing process.
• Monitoring can be restricted to specific periods.
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CockpitMgr System Monitor
Storage

• Disk free space. 
– 4 thresholds can be defined (warning, minor, major, critical)
– Cleanup/archive procedure can be automatically triggered 

when threshold is exceeded.
• Disk states (e.g. mount verification, not mounted, write-

locked,…etc.)
• Disks to monitor can be defined per system or per 

cluster.
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CockpitMgr System Monitor
Shadow Sets

• Is there a disk missing as shadow set member?
• Is a copy operation going on?
• Are the shadow set members merging?
• Is a disk unexpected member of a shadow set?
• State of shadow set members can be visualized in a 

graphical user interface.
• Mandatory for disaster-tolerant VMSclusters.
• Shadow sets to monitor can be defined per system or per 

cluster.
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CockpitMgr System Monitor
Batch & Print Queues – Batch Jobs

• Is the status of a batch queue also the expected one?
– Expected queue status is not always ‘idle’, ‘available’, or 

‘busy’, but can also be ‘stopped’ during a certain period.
• Checks if a print queue is not stalled.
• Batch Jobs

– Checks if a batch job has been submitted on a queue by a 
certain user.

– Use generic queue names if possible.
– Job names and queue names may contain wildcards.
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CockpitMgr System Monitor
Checking system console settings

• Console management is important, but works only if the 
console settings are OK.
– Is the console broadcast enabled? 
– Is the terminal width OK?
– Is OPCOM enabled on the console?
– Is somebody logged in on the console? 
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Storage Monitoring

• Storage controllers are getting more functionality: 
mirroring, striping, RAID, caching…

• Storage is located somewhere in a SAN
• OpenVMS does not always detect a problem with: 

– a disk behind a storage controller
– a storage controller
– a Fibre Channel Switch and cables
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Storage Monitoring
Configure HSJ, HSZ and HSG controllers in Console Manager

• Every message block sent to the console of the storage 
controller starts with an ‘Instance Code’.

• On the storage controller, use the FMU utility to obtain 
more information on this instance code.

• CockpitMgr ENS will receive the Instance Code from 
the Console Management product; it then translates the 
code and generates a message with a more 
understandable text.
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Storage Monitoring
Implement the SWCC Agent

• Alternative in case the storage controller can not be 
configured into the console management product.

• The StorageWorks Command Console Agent is to be 
installed on your OpenVMS system.

• It checks at regular time intervals the storage controllers 
and disks.

• Event notification can be made by sending an SNMPtrap 
to the cockpit system.
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Storage Monitoring
Install SAN Appliance

• Dedicated NT system used to configure and monitor 
SAN configurations. 

• Can send SNMPtraps to the cockpit system, which are 
captured and interpreted by the SNMPtrap Listener.
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Storage Monitoring
Monitor Fibre Channel Switches

• CockpitMgr System & Network Monitor polls at regular 
time intervals the availability and operational state of a 
FC Switch.

• It checks also for changes in port states and sensor 
states in the FC Switch.

• FC Switch also sends SNMPtraps to the cockpit 
system, which are captured and interpreted by the 
SNMPtrap Listener.
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Network Monitoring

• Network is used as cluster interconnect.
– Fast Ethernet
– Gigabit Ethernet
– FDDI

• Any network issue may have immediate impact on the 
VMScluster.
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Network Monitoring

• CockpitMgr monitors selected network devices:
– VNswitches 
– Cisco Catalyst
– GIGAswitch

• CockpitMgr checks for the availability of each device, 
and for changes in the port states.

• CockpitMgr interprets SNMPtraps sent by network 
devices.
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Performance Monitor

• The Performance Monitor looks for possible causes of 
system performance slowdowns.
– CPU utilisation (also per mode)
– Memory utilisation
– Page and swap file utilisation
– Big CPU eaters
– Idle processes
– Looping processes
– Pool utilisation
– Processes in special wait state (RWAST, RWMBX…)
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CockpitMgr Logfile Browser

• The CockpitMgr Logfile Browser looks for error 
messages in batch logfiles.

• Guarantees early notification of problems during a job 
stream.

• Notification through OPCOM or SNMPtrap.
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CockpitMgr Pager Engine

• A Pager Engine takes care of sending event messages 
to pagers or cellular phones (SMS).

• A pager message can be triggered with a delay. If the 
problem gets solved in the mean time, the pager 
message is canceled.

• Pagers can be disabled during certain periods.
• Upon failure, the pager engine will retry sending.
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Event Notification on iPAQ Pocket PC
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Integration with HP OpenView

• CockpitMgr is a point solution for the VMS system 
manager.

• It might be useful to upload certain events from the 
cockpit to the Enterprise Manager.

• First level of integration is today possible by sending 
SNMPtraps.
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CockpitMgr AutoPilot

• Repair actions can be automatically triggered on the 
VMS production system.

• Key element to implement automated operations.
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Event reporting

• Customized reports can be made on all or selected 
events.

• Web interface can be used for reporting 
• Requires Compaq Secure Web Server for OpenVMS on 

the cockpit.
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CockpitMgr for OpenVMS:

Built by VMS System Managers ...

… for VMS System Managers

and it runs on OpenVMS

managing a business-critical VMS environment



IT-Sympoisum 2004 20. April 2004

www.decus.de 24

page 47June 2, 2004

More Information

CockpitMgr web site:
www.hp.be/CockpitMgr

OpenVMS Technical Journal:
http://h71000.www7.hp.com/openvms/journal/v1/index.html

Contact:
Johan Michiels, HP Services Belgium
e-mail: johan.michiels@hp.com
Tel: +32-498-94.61.48
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